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Colored object encoding scheme in ghost imaging system

using orbital angular momentum
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A colored object encoding scheme in a ghost imaging (GI) system using orbital angular momentum is in-
vestigated. A colored object is decomposed into three components and then each component is obtained in
the idler arm using a multiple grayscale encoding scheme. Afterward, we synthesize the three reconstructed
components into a colored image. The scheme is conducted and then presented through numerical simula-
tions and experiments. The simulation result shows that the average peak signal-to-noise ratio (PSNR) is
at 21.636 for the reconstructed color of the “Lena” image with 255 gray scales. The experiment also shows
that the PSNR is 8.082 for the reconstructed color of the “NUPT” characters. The successful imaging of
colored objects extends the further use of the GI technique.
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Ghost imaging (GI), also known as coincidence imaging,
is a novel imaging technique that has become increas-
ingly popular over the last decade[1−4]. In this system,
photons are spatially separated and propagated along a
distinct optical path. The path including object is usu-
ally called the “signal arm,” and the other one is named
the “idler arm.” The intensity correlation between the
signal beam, which encounters the target, and the idler
beam, which impinges on the high spatial resolution de-
tector, imparts the information of the target into the idler
arm. This phenomenon is named GI. The GI technique
offers great potential with regard to standard imaging.
The technique allows the imaging of objects that are lo-
cated in optically harsh or noisy environment, such as in
military, astronomical, and medical X-ray imaging fields.
Recently, the GI technique has been reported to be ap-
plicable in wireless communication technologies[5].

The GI technique was first demonstrated by utilizing
a biphoton source to entangle source photons[6]. Sub-
sequently, theoretical[7,8] and experimental[9−11] works
demonstrated that GI can be performed using pseudo-
thermal light or true thermal light[12,13]. Other studies
regarding GI include computational GI[14,15], compres-
sive GI[16], differential GI[12,17], and reflective GI[18,19].
Recently, Jack et al. implemented holographic GI (HGI)
using orbital angular momentum (OAM), whereby the
contrast of the edge imaging is enhanced[20]. The OAM
state with one photon carries more than one bit of infor-
mation compared with the polarization state encoded in
the polarization degrees of freedom. A multiple grayscale
encoding scheme with OAM was proposed according
to the strong time and spatial correlation of entangled
photons[20−22]. In this scheme, different grayscales are
represented by different phase matrixes. This develop-
ment has led to the possibility of presenting GI for col-
ored objects. Compared with grayscale objects, colored
objects have more information and provide better data
for object recognition. In this letter, we investigate a GI

scheme for colored objects using OAM.
In holographic GI systems, the mode of the pump, sig-

nal, and idler can be described by normalized transverse
mode functions: Φ(~xi) (i=s, i, p), where ~x is a vector in
the plane perpendicular to the propagation direction of
light, and subscripts p, s, and i denote the pump, sig-
nal, and idler beam, respectively. The two-photon wave
function of the signal and idler generated by spontaneous
parametric down-conversion (SPDC)[23,24] is expressed as
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is the creation operator, |0〉 is the initial vac-
uum state, k is the transverse component of the mode
function wave vector, Φp(k) is the Fourier transformation

of the transverse function, δ(2) is the two-dimensional
(2D) delta function, and ∆(·) is the pure geometrical
function. Through Fourier transformation, Eq. (1) is
written as
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The coincidence probability of photons both in the signal
mode Φs and the idler mode Φi is then expressed by

P (Φs,Φi) = [〈ψi, ψs|ψ〉]2

=
[
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For normalized Laguerre-Gaussian modes, the transverse
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mode function is described as

Φm,n(r, ϕ) = |n〉 =
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(4)

where L
|n|
m is the generalized Laguerre polynomial; n and

m are the radial and azimuthal mode indices, respec-
tively; r is the radial cylindrical coordinate; w is the beam
waist; and ϕ is the azimuthal angle. The normalized co-
incidence probability results in the insertion of spatial
mode function Eq. (4) in Eq. (3). Hence, we have

pN(Φs,Φi) = sin c2[(ls + li − lp)π]
|Rsi|2√
RsRi

, (5)

where Rsi, Rs, and Ri are the computational constants;
and N represents the normalized coincidence probabil-
ity. The result shows that the coincidence rate obtains
the maximum value if the OAM is conserved. However,
the coincidence rate vanishes if ls + li − lp is a nonzero
integer. Therefore, if a sector state |θA〉 is set at the sig-
nal arm and another sector state |θB〉 is set at the idler
arm, the coincidence probability with lp= 0 is expressed
as

C(θA, θB) = |〈θA| 〈θB| |ψ〉|2 ∝ cos2[l(θA − θB)]. (6)

Here, the sector state |θ〉 is defined as the superpositions
|+l〉 and |−l〉 with an arbitrary relative phase, which ex-
pressed as

|θ〉 =
1√
2
(eilθ |+l〉 + e−ilθ |−l〉), (7)

where the angle θ relates to the orientation of the sector
state. Furthermore, different coincidence rates can be
obtained from Eq. (6) if different sector states |θA〉 are
used to represent the different grayscales of the object
while keeping |θB〉 constant. A GI scheme for colored
objects is thus proposed based on this relationship.

A colored object is a special multi-spectral image that
corresponds to the three primary colors of human vision:
red (R), green (G), and blue (B)[25]. Each pixel of a
colored image can be decomposed into the three compo-
nents of RGB. Thus, an image of a colored object can
be synthesized by using multiple grayscale GI encoding
for each component. The schematic setup of a colored
object for HGI is shown in Fig. 1.

The information of the colored object in the sig-
nal arm is decomposed into three components: R, G,
and B. Afterwards, different sector states (θ∈[0, π/2])
with l=1 are selected to represent the grayscale in-
formation in each component. For example, the ori-
entations of the sector state θ may be selected as 0,
π/2M , 2π/2M , or (M–1)π/M for M different gray
scale values. A Hermite-Gaussian mode HG+1,0

[26],
which is actually the sector state with θ=0, is

Fig. 1. Schematic setup of a colored object for HGI.

Fig. 2. (a) RGB color image, (b) B component image, (c) G
component image, and (d) R component image.

assigned to the idler beam. All sector states in the ex-
periment are modulated toward the beam by a spatial
light modulator (SLM). According to Eq. (6), the coinci-
dence rates will be different for different sector states in
a signal beam. The grayscale information of the object
in the idler arm can be recovered by post processing the
coincidence rate. Then, the color images in the idler arm
can be synthesized after the three reconstructed compo-
nents are obtained. The most common representation,
such as RGB, is used to represent a colored image. The
colored spaces of the RGB can be stored in different
ways according to the different processing power of the
device[25]. The present study used the 24-bit imple-
mentation, that is, the RGB channel occupies 8 bits
each. In principle, the colored space model illustrates a
256×256×256≈1670 million kinds of colors on this 24-bit
RGB.

The scheme is first implemented through numerical
simulation. A color “Lena” image, which has 128×128
pixels with 255 gray scales, is used for the numerical ex-
periment. The colored image of the object in the signal
arm is decomposed into three components: R, G, and B
component. Each pixel is described by a 24-bit space in
the colored object representation: the first 8-bit space is
B, the middle 8-bit space is G, and the last 8-bit space
is R. Every first 8-bit is distilled from each pixel of the
colored image to compose the B , R, and G components
The original colored “Lena” object and its RGB com-
ponents are shown in Fig. 2. After the decomposition,
the proposed schemes for the colored object are used to
obtain each image of the component in the idler arm. A
total of 255 sector states are thus selected in the signal to
represent the grayscale information of each component.
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Fig. 3. (a) Result of B channel GI simulation: PSNR=
20.3564; (b) result of G channel GI simulation: PSNR=
22.4585; (c) result of R channel GI simulation: PSNR=
22.0929; (d) color image simulation of GI: PSNR= 21.636.

The reconstructed image of the colored object using
the proposed scheme is shown in Fig. 3. Finally, the col-
ored image is recovered by synthesizing the three recon-
structed components from the GI system using multiple
grayscale encoding. The colored “Lena” image is recov-
ered correctly and accurately using the proposed scheme,
as shown in Fig. 3(d).

The peak signal-to-noise ratio (PSNR) is used to evalu-
ate and quantify the recovered image from the GI system
objectively. The PSNR is defined as

PSNR = 10 lg
(maxvalue)

2

1
N2

∑

[a(x, y) − b(x, y)]2
, (8)

where N is the size of the image, a(x, y) is the original
object, b(x, y) is the reconstructed image, and maxvalue
is the maximum value of the grayscale in the image.
The definition of PSNR demonstrates that the greater
the PSNR, the better the reconstruction of the image.
Through computations, the PSNR value of the B compo-
nent is obtained as 20.3564, that of the G component as
22.4585, and that of the R component as 22.0929. The
obtained PSNR of the colored image is 21.636. Based
on the data, a colored image is retrieved accurately and
clearly using the proposed scheme.

The scheme is then implemented in an experiment,
which are performed in the lab. The setup of the experi-
ment is depicted in Fig. 4. A mode-locked (100 MHz) 355
nm laser is the pump source. The laser is focused into a
barium borate (BBO) crystal (type I, noncollinear down
conversion). The entangled photon pairs are obtained
from the BBO crystal by SPDC. In the experiment, the
different sector states are implemented by SLMs, which
are reconfigurable diffraction gratings that are used to
control the phase structure of light beams to reflect off
their surface. A product of Hamamatsu Company, with
a screen size of 800 × 600, pixel pitch of 20 µm, and a
refresh rate of 60 Hz, is used. The SLMs are parallel-
aligned liquid crystal types that modify the phase of
light. The entangled photons are then collected via sin-
gle mode fiber (SMF; 5 µm) to single-photon counter
modules (Perkin Elmer). The outputs from the modules
are fed to a coincidence counter (made by the authors).

The grayscale information of the object in the idler arm
is recovered from the different coincidence probabilities
in the coincidence counter. Furthermore, a color imag-
ing is obtained in the idler arm through decomposition
and synthesis. The spatial resolution and contrast of the
images is set by the size of the detection aperture. The
single mode fibers in the experimental setup ensure both
high resolution and single-mode selectivity.

In theory, the unlimited resolution of the coincidence
rate in the simulation will lead to a higher grayscale im-
age of the object. However, the image is constrained to
only some grayscales because of the limited coincidence
rate in the experiment. A colored “NUPT” image with
four grayscales is used for the experiment. In addition,
the simulation result of the “NUPT” image is compared
with the experimental result.

Each pixel of the three components in the four grayscale
objects is encoded with a special phase matrix that cor-
responds to a |θ〉, and these pixels are modulated to
the beam. For example, each component is encoded the
grayscale “0”, “1”, “2”, and “3”, each of which corre-
sponds to the sector states |θ=0〉, |θ = π/8〉, |θ = π/4〉,
and |θ = π/2〉, respectively. Then, each phase matrix
is modulated to the beam during the implementation.
The simulation and experimental recovery colored im-
ages are obtained, shown in Figs. 5(b) and (c), by
following the same steps as the simulation experiment.
In the simulation, the coincidence rate varies from zero
to one; the rate is then normalized to a range of 0 to
255 to calculate the PSNR value. In the experiment,
the coincidence counts range from 357 to 1 191; the
counts are normalized to a range of 0 to 255 to calcu-
late the PSNR value. Through computations, the mean
PSNR of the simulated “NUPT” colored image is de-
termined to be 34.425, whereas the mean experimental
result is 8.082. The noise and dark counts in the ex-
periment obviously degrade the PSNR value. However,
the experimental results show that the image is clear
and recognizable through the proposed scheme. Hence,

Fig. 4. Schematic of the experimental setup. IF is the inter-
ference filter with a 10-nm bandwidth centered at 710 nm.

Fig. 5. (a) Original image, (b) simulated image, and (c) re-
constructed image from the experiment.
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recovering the color of an image using the proposed col-
ored GI scheme is feasible.

In conclusion, we investigate a colored object encoding
scheme in the GI system using OAM. We first decom-
pose the colored object into three components (RGB).
We then reconstructed the RGB components successively
using the encoding scheme with multiple grayscale ob-
jects. Lastly, we synthesize the three reconstructed com-
ponents into a colored image. We implement the scheme
through simulations and experiments. The simulation
results show that the colored image can be reconstructed
clearly with 255 grayscales. The experimental results
show the scheme is applicable to colored images with
four grayscales. This result shows that recovering the
color of an image through the color GI scheme is feasi-
ble. The result could expand the use of the GI system
to more fields of study because color provides more in-
formation from an object.
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